Assessing the Integration of Parallel and Distributed Computing in Early Undergraduate Computer Science Curriculum using Unplugged Activities
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Abstract—Due to the pervasive presence of parallel and distributed computing (PDC) in most of the application domains, the need for PDC skills in computing professionals is necessary. This has inspired much interest in including PDC topics in computer science (CS) undergraduate curriculum, as evidenced in the ACM/IEEE joint curriculum recommendations. We address this gap by developing new active learning style PDC activities. The application and evaluation of the unplugged activities are described in this paper. The activities highlight key benefits of parallel computing, and the appropriate application of important PDC concepts. An assessment of student engagement has been utilized to measure the effectiveness of our active learning PDC modules. We determine whether the engagement differs by gender, age, and class standing (freshman, sophomore, junior, senior). Results indicated there were slight differences with respect to age and class standing. This research contributes to helping other practitioners in the CS community by providing PDC lesson modules to be integrated into their existing courses. The developed activities and the related lesson plans are intended to provide easier learning of the fundamental PDC concepts in an early undergraduate CS curriculum.
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I. INTRODUCTION

Parallel and distributed computing (PDC) has conformed into a pervasive way of computing in research and industries of many science and engineering domains. This imposes the need for PDC skills in computing professionals and necessitates that every programmer understands how parallel processing affects problem-solving. As evidenced in the ACM/IEEE joint curriculum recommendations (2013) [1], it is suggested to incorporate PDC fundamentals at various levels within the existing undergraduate level computer science (CS), computer engineering, and other related computational science and engineering curricula. In this study, two unplugged activities have been used for introducing PDC topics in CS0, CS1, CS2, and CS3 level courses across four different universities. This work is a first research effort towards implementing the concepts learned at the national science foundation (NSF) center for parallel and distributed computing curriculum development and educational resources (CDER) PDC curriculum early adopter grant and summer training program, for integrating PDC concepts in traditional undergraduate level CS curricula. Student engagement has been identified as a popular metric for measuring the accountability of applied teaching methodologies [2]. To the best of our knowledge, this study is the first research effort that involves measurement of student engagement to evaluate the incorporation of the developed active learning based PDC modules into existing undergraduate level CS courses. In this paper, we present a study to evaluate student engagement with respect to demographic factors, such as gender, age, and class standing (freshman, sophomore, junior, senior), when the same active learning PDC teaching modules are used at four different universities.

The authors in this study have diverse levels of knowledge with respect to PDC concepts, which varies from being an expert in the field to having a very basic understanding of the PDC field. Being the first effort towards a collaborative pedagogical study of incorporating active learning PDC teaching modules across four universities, the analysis in this work is limited to a single group post test analysis. Moreover, to address the challenges of employing a validated data collection methodology, a pre-validated survey tool called ASPECT [2] has been utilized for measuring student engagement. Although, our work is focused on measuring student engagement, the implied learning outcomes for this study, which will be used in our future study on measuring student learning, are based on Bloom’s taxonomy Know the term (K) level [3]. Our activities require the students to know the following concepts: (i) knowledge of why and what is parallel/distributed computing, (ii) knowledge of Amdahl’s law, (iii) knowledge of parallel sorting, (iv) knowledge of scheduling and load balancing fundamentals of PDC.

Key Novel Contributions:

1. Employing an active learning based PDC teaching module that consists of a set of two unplugged PDC activities for
introducing PDC concepts in existing undergraduate level CS courses at four universities.

2. Using ASPECT [2], a pre-validated survey tool, for measuring student engagement towards the incorporated PDC modules in existing CS courses at four different universities.

3. Using statistical analysis to study the impact of age, gender, and class standing (freshman, sophomore, junior, or senior) on student engagement towards the active learning PDC modules.

A more detailed overview of the background and related work is given in Section II. The research plan and design are described in Section III. Data collection methods, results, and the analysis are explained in Section IV. Conclusions and directions towards future work are listed in Section V.

II. BACKGROUND AND RELATED WORK

Parallel and distributed computing has become a significant topic of research and educational interest in CS and other STEM disciplines, mostly in areas of applications of computational science and engineering for several years. Cohen [4] has pointed out “the power of parallel thinking” and has stressed on promoting a parallel structure for processing information. However, not every CS professional is familiar with PDC, and have not been exposed to a parallel thinking approach. In general, PDC envelopes areas such as distributed systems, parallel computational hardware, high-performance computing, and others. However, recent CS graduates, who are the leading workforce for current research and industries, are not versed with the fundamental knowledge of PDC. An online course available as a MOOC by Mullen et.al., [5] focused on teaching high-performance computing to professionals. However, pursuing learning in a complicated field such as PDC from online sources can be challenging. In addition, there has been an effort in teaching PDC courses in some universities as an elective CS course. For example, work presented by Lin in [6] provides a fair evaluation of teaching effectiveness and discusses the survey as their data collection and the related test results. Several other literature, such as the work presented in [7][8][9][10][11][12][13][14], report introducing PDC via CS courses taught at the junior, senior, and graduate level.

Furthermore, considering the importance of including PDC in undergraduate CS education, the ACM/IEEE-CS 2013 curriculum report [1] recommends computer science educators to incorporate PDC topics in CS undergraduate curriculum as one of the core topics. In addition, the NSF/IEEE-TCPP curriculum initiative on PDC has been contributing in various ways, such as outlining recommendations for covering important PDC topics [15], conducting training workshops for educators to teach PDC at introductory level CS courses. Much work has also been reported on integration of PDC topics throughout the CS undergraduate curriculum through the use of a modular approach [16][17][18][19][20][21]. In other work, authors are proposing possible teaching materials to infuse parallel thinking for undergraduate students and sharing teaching materials for PDC education [22][23][24][25]. Bogaerts [26][27][28][29] has worked on introducing parallelism in CS0 and CS1 level courses by including some hands-on in-class programming activities as a few additional lectures in existing CS courses. In addition, Rague [30] has adopted a similar concept of teaching PDC in lower level CS courses using a visualization tool to promote parallel thinking. There are other CS1 [31], CS2 [32][33], and a few higher level CS courses that have been used to introduce PDC concepts to CS majors and non-majors [34][35].

Overall, authors in some of the literature [36][32][28][29][10][11][37] explain that students struggle in understanding the theoretical concepts, as well as the parallel programming due to the complexity imposed by the inherent nature of PDC. Thus, indicating that there could be better approaches to teaching PDC topics to CS undergraduate students rather than simply introducing the topic via traditional lecture methods and/or programming-based teaching. As an alternative teaching technique, Moore et.al. present the use of a flipped classroom approach for teaching concurrency and parallelism in split level CS course [37]. An assessment using a multi-year (courses offered in the spring semester of 2014 and 2015) report comparing the achievement of learning outcomes and comparison of course evaluation is presented in their work. Furthermore, unplugged activities [38] have been popularly used for teaching important CS concepts to primary-aged students. Neeman et.al [39] also adopted a similar concept of using unplugged activities for introducing PDC concepts to non-major CS students. Kitchen et.al. [40], and Bogaerts [28] have used a game playing approach to introduce PDC concepts, where students play the role of processors, computational cores, and others. The concept of using an unplugged activity, where students act as processes has also been adopted in a tutorial style data structures course (CS2) [41]. To the best of our knowledge, there appears to be a gap in the literature about understanding students interest and perspectives of learning PDC topics. In order to bridge this gap, measuring student engagement towards employing in-class lectures, or unplugged activities, could help enforce the PDC education to grow in an active learning environment. Student engagement has been a topic of interest in CS education. Morgan et.al. [42] provide deeper insights on how CS academics view student engagement.

In this work, a collaborative research approach for teaching the basic concepts of PDC using active learning modules in existing undergraduate level CS courses (CS0, CS1, CS2, and CS3) at four different universities, is presented. Wiggins
et al’s, ASPECT survey tool [2] has been used to measure student engagement after implementing the teaching modules in class. The module activities were developed by the authors in this paper at the NSF CDER training program in July 2018.

III. RESEARCH PLAN AND DESIGN

The research plan for the work presented herein stemmed from a team-based collaboration at the NSF CDER early adopter summer training program in July 2018. The main focus of this research work follows the direction towards achieving the goal set by the NSF CDER workshop, which is to ensure that every computer science student is exposed to PDC topics early in their undergraduate study. The authors of this work conducted weekly meetings throughout the semester of Fall 2018 to identify the most appropriate plan for implementing their research effort towards introducing PDC topics to students in undergraduate level CS courses at their respective universities. The research planning and design phase were broken down into a number of tasks described in detail in the following subsections.

A. Determining Relevant Courses

One of the key challenges in our research has been to identify the commonality among the undergraduate CS courses that the authors taught during the Fall 2018 semester at their respective universities. The NSF CDER early adopter summer training program focused on developing classroom activities for introducing PDC topics in CS0, CS1, or CS2 level courses. In addition, we also employed the same set of activities in a CS3 level course, at the University of Richmond, which will be used in our future study to evaluate any significant difference in student engagement in an upper level CS course. To remain on track with the learning from the training program, the authors decided to implement the same two unplugged activities (discussed in Subsection III-B) in one or more of their undergraduate level CS courses. Using the same set of teaching modules at different universities facilitated in analyzing the utility and the generality of the PDC modules across a range of courses in a traditional CS undergraduate curriculum. The CS courses in our study consisted of two CS0 level courses, titled CMSC 105-01: Elementary Programming, and CSE 100: Introduction to Computer Science and Software Engineering, one CS1 level course, titled CSCI 2911: Computer Science I, two CS2 level courses titled CSCI 2912: Computer Science II, and CS 311: Data Structures and Analysis of Algorithms, and a CS3 level course titled, CMSC 395: Digital Image Processing.

B. Developing Unplugged Activities as PDC Teaching Modules

As a part of our training at the NSF CDER early adopter summer workshop, the authors in this work were grouped as a team to develop a few unplugged activities to integrate PDC fundamentals in existing beginner level CS courses. The authors decided to use two of these activities for introducing PDC topics, such as uniprocessor versus multiprocessor environments, Amdahl’s law, parallel sorting, and others, in their respective courses. The activities are described in more detail as follows.

(i) More Processors Are Not Always the Best (MP): this activity is a composition of four different phases of workload distribution. It involves the participation of two or more students for the four different execution scenarios. In all the phases, each participant is given their own sheet of paper that represents their own share of local memory. The four activity phases are described as follows.

(ii) Uniprocessor Multi-Tasking Phase: Participant 1 acts as a processor to perform Task 1, which is writing the same sentence (more processors are not always the best) letter by letter, followed by Task 2, which is assigning a numeric value (0, 1, · · · , 32) as an index to each character in the written sentence. Participant 2 times the tasks performed by Participant 1. The sequential time is calculated as the time elapsed between allocation of work to participant 1, and the completion of Task 2.

(ii) Uniprocessor Multi-Tasking Phase: Participant 1 acts as a processor to perform Task 1, which is writing the same sentence (as in the sequential phase) character by character, interleaved with Task 2, which is assigning a numeric value (0, 1, · · · , 32) as an index to each character in the written sentence. Participant 2 times the tasks performed by Participant 1 and compares the performance of this phase with that of the sequential phase.

(iii) Two Processor Parallel Phase: Participant 1 acts as a parallel processor to perform Task 1, which is writing the same sentence as in the prior activity phases. At the same time Participant 2 acts as a second parallel processor to perform Task 2, which is assigning a numeric value (0, 1, · · · , 32) as an index to each character written by Participant 1. The two processors are writing on their own sheets of paper. Participant 3 times the tasks performed by parallel participants 1 and 2 and compares the performance of all the phases executed thus far.

(iv) Multi-Processor Parallel Phase: Participant 1 acts as a parallel processor executing the first half of Task 1, which is writing a partial sentence (more processors are). Participant 2 acts as another parallel processor executing the second half of Task 1, which is writing a partial sentence (not always the best). Participant 3 acts as another parallel processor executing the first half of Task 2, which is assigning a numeric value as an index (starting at 0) to each character in the partial sentence written by Participant 1. Participant 4 acts as another parallel processor executing the second half of Task 2, which is assigning a numeric value (continues from participant 3) as an index to each character in the partial sentence written by Participant 2. Participant 5 times
the tasks performed by parallel participants and compares the performance of all the phases executed thus far.

At the end of the four phases of the MP activity, class time is allocated for reflecting on the learning of the PDC concepts implemented via this activity. The students observe and understand the benefit of parallel processing in phase 3, which in most cases yielded a faster execution of parallel tasks. However, in the last phase a performance degradation in terms of increased parallel execution time is observed. As a part of students reflection, the performance degradation in the last activity phase is explained using Amdahl's law as the underlying PDC concept.

(II) Penny Sorting Exercise (PE): in this activity, the problem is to find the oldest penny from a pile of up to 50 pennies in the quickest time. A number of bags containing 50 pennies each were created by the instructors (the authors in this work) to allocate to each group of students in their classrooms. Each group consisted of five to six students. The activity involves sorting through the pennies in a sequential mode, followed by various parallel variations. The different sequential and parallel execution phases are described as follows.

(i) Phase 1 (sequential): in each group, Student 1 performs sorting through a single bag of 50 pennies to find the oldest penny, Student 2 times the work of Student 1, and the other students act as observers.

(ii) Phase 2 (parallelize it): in each group, Students 1 and Student 2 are given equal number of pennies (a bag of 25 pennies per student) and are required to find the oldest penny in their allocated pile. Student 3 records the processing times for students 1 and 2. Parallel Time is calculated as the time of the slowest student among 1 and 2.

(iii) Phase 3 (parallelize it-2): in each group, from a bag of 50 pennies, the instructor allocates two pennies to students 1, 2, 3, and 4, and the remaining pennies to student 5. At a set time, sorting for the oldest penny begins for all groups. Within a group, students are required to communicate with each other to produce the oldest penny for their respective groups. Student 6 records the processing times for each of the worker students. Parallel time is calculated as the time of the slowest student.

At the end of the activity, part of the class time is used as reflection time to discuss the PDC topics, such as scheduling and load balancing, learned in this activity.

C. Employing the Unplugged Activities in Class for Collecting Research Results

The main goal of employing the two unplugged activities as active learning PDC teaching modules was to collect data in the form of student surveys to measure student engagement. The authors used the pre-validated ASPECT survey [2] as the data collection instrument for this research work. Student engagement has been used as the evaluation metric for measuring the effectiveness of implementing the PDC modules in the form of two unplugged activities in undergraduate level CS course. A more detailed description of the ASPECT survey and its usage for data collection, along with a more detailed analysis of results is given in the following section.

IV. Research and Analysis

Undergraduate CS students from four different universities in CS0, CS1, CS2, and CS3 level courses were introduced to two unplugged PDC activities and were surveyed to evaluate student engagement. Being the first collaborative effort towards implementing active learning PDC modules, this research is limited to a single group post-test analysis. The Wiggin’s et. al. ASPECT survey was used to measure student engagement after each unplugged activity [2]. The ASPECT survey includes 16 questions (presented in Table VI) measuring student engagement with questions related to three constructs (value of the activity, instructor contribution, and personal effort). Demographic questions, such as gender, age, and class standing (freshman, sophomore, junior, and senior) were added to the survey to determine if there were differences between the demographic data and the constructs of student engagement. Students in these courses were asked to participate in the study and were given extra credit for doing so. For the PE activity, there were a total of 98 participants from the author’s respective universities. For the MP activity there were a total of 102 participants from the same universities. General descriptive statistics are presented in Subsection IV-A for both activity groups. In addition, a detailed analysis is presented for each activity (PE and MP) in Subsections IV-C1 and IV-C2.

A. Descriptive Statistics

Tables I, II, and III present the frequencies of the primary demographic variables (gender, age group, and class standing) used in the analysis.

<table>
<thead>
<tr>
<th>Gender</th>
<th>PE</th>
<th>MP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>73</td>
<td>77</td>
</tr>
<tr>
<td>Female</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Total</td>
<td>98</td>
<td>102</td>
</tr>
</tbody>
</table>

Table I: Gender Frequency during PE and MP Activities

<table>
<thead>
<tr>
<th>Age</th>
<th>PE</th>
<th>MP</th>
</tr>
</thead>
<tbody>
<tr>
<td>18-22</td>
<td>80</td>
<td>85</td>
</tr>
<tr>
<td>23-27</td>
<td>11</td>
<td>9</td>
</tr>
<tr>
<td>28-32</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>33 and over</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Total</td>
<td>98</td>
<td>102</td>
</tr>
</tbody>
</table>

Table II: Age Frequency during PE and MP Activities
B. Measure Validation and Reliability

To measure the validity of the ASPECT instrument a confirmatory factor analysis with varimax rotation of student responses was conducted. The findings confirmed in the Wiggin’s, et al., 2017 paper [2]. The three constructs (value of the activity, instructor contribution and personal effort) were confirmed towards an accurate measure of student engagement. In addition, the measure was tested for reliability and internal consistency using Cronbach’s Alpha. Both the measure and each of the constructs were tested. The results of the reliability analysis are outlined in Table IV.

C. Activity Analysis

The intent of the study was to determine if there were any statistically significant differences between the demographic factors gender, age, and class standing and the three student engagement constructs (value of the activity, instructor contribution, and personal effort). The preferred method to test this would be a three-way Analysis of Variance (ANOVA) which would allow testing the main effects of the three variables while holding the others constant along with testing for multi-variate interactions. However, due to the small number of cases in each of the variable cells it was decided to use a one-way and two-way ANOVA to test age and class standing on each construct while using a t-test on gender and each construct. Table VII summarizes whether there was a statistical difference found between each demographic factor and student engagement construct. A more detailed analysis is discussed below.

1) PE Activity Analysis: The results of the two-way ANOVA indicated a significant difference in student perception of the value of group activity construct based on the age demographic factor. A least significant difference (LSD) test was used to determine specific group differences. The differences found were between age groups 18-22 and 23-27 (18-22, N (sample size) = 79, Mean = 37.71, 23-27, N = 11, Mean = 43.91), where the 23-27 age group provided a higher rating to the value of group activity. The two-way ANOVA test of the value of group activity and class standing showed no significant differences. The t-test of differences between gender and value of group activity also showed no significant differences. The results of the ANOVA to determine the differences between instructor contribution and age showed a significant difference. An LSD Post Hoc was conducted to determine the specific differences. The results showed that age groups 18-22 and 23-27 were significantly different (18-22, N = 80, Mean = 21.78, 23-27, N = 11, Mean = 24.55), where the 23-27 age group provided a higher rating to the instructor contribution. There were no significant differences found with any of the demographic factors and the personal effort construct.

2) MP Activity Analysis: a two-way ANOVA was used to test the differences between age, class standing, and instructor contribution and a significant main effect was found between class standing with high statistical power (0.781). An LSD Post Hoc test was conducted to determine the specific factors. The one-way ANOVA was used to

<table>
<thead>
<tr>
<th>Survey Questions</th>
<th>Answer Choices</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Value of the Activity</strong></td>
<td></td>
</tr>
<tr>
<td>Having the material explained to me by my group members improved my understanding of the material.</td>
<td></td>
</tr>
<tr>
<td>Group discussion during the &quot;MP or PE&quot; activity contributed to my understanding of parallel computing fundamentals.</td>
<td></td>
</tr>
<tr>
<td>I had fun during today’s &quot;MP or PE&quot; activity.</td>
<td></td>
</tr>
<tr>
<td>Overall, the other members of my group made valuable contributions during the &quot;MP or PE&quot; activity.</td>
<td></td>
</tr>
<tr>
<td>I would prefer to take a class that includes this group activity over one that does not include this &quot;MP or PE&quot; group activity.</td>
<td></td>
</tr>
<tr>
<td>I am confident in my understanding of the material presented during today’s &quot;MP or PE&quot; activity.</td>
<td></td>
</tr>
<tr>
<td>The &quot;MP or PE&quot; activity increased my understanding of the parallel computing fundamentals.</td>
<td></td>
</tr>
<tr>
<td>The &quot;MP or PE&quot; activity stimulated my interest in parallel computing.</td>
<td></td>
</tr>
<tr>
<td><strong>Personal Effort</strong></td>
<td></td>
</tr>
<tr>
<td>I made a valuable contribution to my group today.</td>
<td></td>
</tr>
<tr>
<td>I was focused during today’s &quot;MP or PE&quot; activity.</td>
<td></td>
</tr>
<tr>
<td>I worked hard during today’s &quot;MP or PE&quot; activity.</td>
<td></td>
</tr>
<tr>
<td><strong>Instructor Contribution</strong></td>
<td></td>
</tr>
<tr>
<td>The instructor seemed prepared for the &quot;MP or PE&quot; activity.</td>
<td></td>
</tr>
<tr>
<td>The instructor put a good deal of effort into my learning for today’s class.</td>
<td></td>
</tr>
<tr>
<td>The instructor’s enthusiasm made me more interested in the &quot;MP or PE&quot; activity.</td>
<td></td>
</tr>
<tr>
<td>The instructor and/or TAs were available to answer questions during the &quot;MP or PE&quot; activity.</td>
<td></td>
</tr>
</tbody>
</table>
test the differences between class standing and the three constructs. Significant differences were found between class standing and both the value of group activity construct and the instructor contribution construct. Post Hoc testing was done using the Tamhane’s T2 multiple comparison test that is used to determine which of three or more means differ from one another. Post Hoc testing showed significant difference between the value of group activity construct, and the freshman and junior class standing factors. Juniors provided a higher rating to the value of the group activity construct (freshmen, N = 29, M = 35.65, junior, N = 26, M = 40.73). There was also a significant difference found between the instructor contribution construct and class standing, where juniors provided higher rating to the instructor contribution construct (freshman, N = 29, M = 16.59, junior, N = 26, M = 19.19). In addition, there was a significant difference between sophomores and juniors, where juniors rated the instructor contribution higher than sophomores (sophomore, N = 29, M = 17.35, junior, N = 26, M = 19.19). There was no significant difference found between the personal effort construct and any of the demographic factors. The analysis is summarized in Table VII, which illustrates the results of the statistical tests between each demographic factor and each student engagement construct for both activities.

Key Takeaways: the researchers acknowledge that the small sample size of the study may have affected the statistical analysis and a larger sample size may yield different results. Further studies are underway to evaluate the impact of demographic factors on the student engagement constructs with a larger data set for a more in-depth and sound statistical analysis. With respect to the PE activity, the statistical differences found (the value of the activity and the instructor contribution construct was rated higher by the 23-27 age group than the younger 18-22 age group) may imply that the younger group has limited college and professional experience and may not realize the importance of learning complex concepts in stages whereas, the slightly older students may have had more college and professional experience, thus realizing the value of learning in stages. The same reasoning may apply to the findings of the MP activity, where juniors rated the value of the activity higher than the freshmen students. Similar qualitative reasoning may be used when explaining why the 23-27 group rated the instructor contribution higher than the younger age group. The older age group may not have been exposed to active learning activities during their K-12 education. Whereas, the active learning approach has become more prevalent in K-12 education in the recent years and the younger group may have been more familiar to this learning approach, thus not considering it as valuable as the older age group.

V. CONCLUSION AND FUTURE WORK

In this paper, a first collaborative effort between four different universities towards establishing the proof of concept of employing active learning PDC teaching modules in existing undergraduate level CS courses, has been presented. Student engagement has been identified as the main metric for evaluation. The pre-validated ASPECT survey from the Wiggin’s et. al. study [2] has been used to collect data from students from four different universities, who participated in the two unplugged PDC activities. The students’ responses were analyzed statistically using t-tests, one-way ANOVA, and two-way ANOVA to determine whether there were any differences, and if any then to discover specific differences between gender, age, and class standing with respect to constructs used to define student engagement (value of activity, instructor contribution, and personal effort). Based on the analysis presented in Section IV, it can be concluded that gender has no significant effect on the value of the activity, instructor contribution, and personal effort across both activities. Age showed a significant effect on instructor contribution in the PE activity. For the MP activity, age and class standing showed a significant effect on the value of the activity and instructor contribution.

The analysis in this work is limited to a single group post-test with a small sample size. In future work, the authors plan to continue collecting more data as well as extend the analysis to two group pre-test post-test analysis. The authors also plan to continue their research on developing additional unplugged and programming-based teaching modules to introduce PDC topics in existing undergraduate CS courses at their respective universities to improve student engagement. Based on the work presented here, which is a proof of concept for employing unplugged activities to increase student engagement towards learning PDC concepts, the authors also plan to include more qualitative data analysis with a larger data sample and add other measures (such as instructor and student expectation) for a broader assessment of student engagement. In addition, for a comprehensive comparative analysis, the authors also plan to use the developed active learning PDC teaching modules to measure learning effectiveness in undergraduate level CS courses at
the authors respective universities.
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