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Abstract—Debugging parallel programs can be a challenging task, especially for the beginners. While the debuggers like DDT and TotalView can be extremely useful in tracking down the program statements that are connected to the bugs, often the onus is on the programmers to reason about the logic of the program statements in order to fix the bugs in them. These debuggers may neither be able to precisely indicate the logical errors in the parallel programs nor they may provide information on fixing those errors. Therefore, there is a need for developing tools and educational content on teaching the pitfalls in parallel programming and writing correct code. Such content can be useful to guide the beginners in avoiding commonly observed logical errors and in verifying the correctness of their parallel programs. In this paper, we 1) enumerate some of the logical errors that we have seen in the parallel programs (OpenMP, MPI, and CUDA) that were written by the beginners working with us, and 2) discuss the ways to fix those errors. The errors are mainly related to the data distribution, exiting distributed for-loops, and workload-imbalance. The documentation on these logical errors can contribute in enhancing the productivity of the beginners, and can potentially help them in their debugging efforts. We have added the code samples containing logical errors and their solutions in a Github repository so that the others in the community can reproduce the errors on their systems and learn from them. The content presented in this paper may also be useful for those developing high-level tools for detecting and removing logical errors in parallel programs.

Index Terms—logical errors, parallel programming, code correctness

I. INTRODUCTION

The term "logical error", as used in this paper, refers to those errors in the code that result in unintended behavior or output. Unlike syntax errors, the logical errors do not prevent a program from compiling. A code with logical errors may be having the correct syntax and could be following the constraints of the programming language in which it is written. However, it may not be conforming to the software requirement specifications and may be showing unintended runtime behavior such as crashing when running at scale, or hanging, or producing incorrect results. Due to multiple factors, some of which are enumerated in this section, it can be difficult for the beginners in parallel programming to detect and fix logical errors in parallel programs.

Often, beginners find it challenging to convert existing serial programs into parallel programs (MPI/OpenMP/CUDA/Hybrid) as there are no fixed rules or guidelines for developing parallel programs or checking their correctness [1]. There are several institutions offering parallel programming courses and trainings [2] [3] [4] [5] [6]. We assessed the syllabi and content of some of these courses and training programs and found that, the majority of them do not cover the topics related to code correctness. Even though the debuggers like DDT [7] and TotalView [8] are covered in some courses, and these debuggers can help in isolating the code regions associated with the logical errors, there are no high-level tools or guidelines that teach the programmers on how to detect and fix the errors in the code.

The formal methods for checking the correctness of parallel programs are not widely known and the authors could not find much information on them through literature review. Interestingly, several software engineering courses cover formal methods for checking code correctness [9]. There are some tools and modeling languages, like Petri nets [10], that are covered in software engineering courses which can also be useful for checking the correctness of concurrent programs. These methods can be critical in reliably and theoretically ensuring the correctness of large-scale parallel applications, and in developing high-level tools that can automate the process of error detection [11]. However, such methods are not typically discussed in the parallel programming courses and training programs.

Due to the unavailability of the content that systematically teaches the topic of error detection in parallel programs, the beginners often find it hard to understand the logical errors that they encounter (such as, race conditions, deadlocks, uninitialized variables, and incorrect use of abstractions), and then fix them. This in turn impacts their productivity. Even advance-level parallel programmers may at times find it difficult to detect the logical errors in parallel programs. They may have manually optimized the code to take advantage of certain features in the underlying platform or have written a program mixing multiple parallel programming paradigms (MPI+X),
thereby, making the code complex, and hence, difficult to reason about its correctness [11].

It is also observed that there are parallel applications in which the errors manifest themselves when these applications are ported to new hardware platforms and are compiled using the latest compilers, supporting software stack (e.g., MPI libraries), and environment settings (e.g., memory limits). In fact, the combination of certain compiler flags, and input sizes can also lead to incorrect application behavior (viz., incorrect results and segmentation faults [12]), and it can be hard for beginners to detect and fix such problems. Often, extensive Google search and reading message boards on various websites and mailing lists is involved in the process of troubleshooting the errors. There is no single repository that contains the record of different types of commonly seen logical errors in parallel programs or libraries. Hence, comprehensive, searchable, open-access repositories or databases of logical errors are needed. There is also a need to establish best practices for parallel program verification, and to develop high-level tools and theoretical methods for testing the correctness of large-scale parallel applications.

While developing a rich, searchable, and publicly accessible repository of commonly seen logical errors is a part of our future work, in this paper, we explain some of the logical errors that we have found in the MPI, OpenMP and CUDA programs developed by the beginners working with us, and we also provide solutions to fix those errors. For reproducibility and broadening the impact of our work, we have created a Github repository and have added the complete programs showing the logical errors described in this paper [13]. While the code samples provided in the Github repository can help in reproducing the bugs described in this paper, a thorough study of the broader impact of this repository and any empirical studies associated with it are part of our future work. The content in the repository is available under the new BSD license and the community is welcome to reuse it as needed. We also welcome contributions to this repository. Those interested in contributing to this repository, can first make a copy of the repository, commit their changes to it, and then raise pull requests so that we can review their changes and merge them in the repository.

II. LOGICAL ERRORS IN MPI PROGRAMS

We have roughly classified the logical errors that we observed in the MPI programs written by the beginners working with us into different categories. As we continue to collect more samples of the logical errors, the existing category names will be refined and new categories will be added. In this section, we present some of these categories and also include the sample code related to these errors.

A. Incorrect initialization of variables

One of the serial programs that we assigned to the beginners working with us had a for-loop that was the hotspot for parallelization. The variables that were used inside the for-loop, were initialized to 1 just before the beginning of the for-loop. After parallelization, all the MPI processes executed the variable initialization statements before the distributed for-loop and increased the value of the variable inside the for-loop. This led to the wrong result. Table I shows a simplified version of this type of logical error. In this instance, the variable sum is initialized to 1 in the serial program. In the erroneous parallel program (snippet shown in column B of Table I), the initialization statement is kept unchanged. Assuming that this program is run with 2 MPI processes, this leads to the value of sum in both the MPI processes to be 1. Hence, after the for-loop, the value of sum in each MPI process would be increased to 51 and after the reduction process, the value of variable sum would be 102. As per the serial program, the final value of sum would be 101. The nature of this error is diagrammatically explained in Figure 1. As explained in the aforementioned sentences, the error in the result in this case is due to keeping the original initialization statement (i.e., sum = 1) unchanged during the parallelization step.

It is not hard to fix this error. One way to fix it is to set the value of the reduced variable to a default value depending upon the type of the reduce operation (e.g., 0 for sum, 1 for product). In the case of the example shown in Table I, this error can be fixed if the value of sum is set to 0 by all MPI processes but one. On the process with rank 0, we can initialize the value of sum to 1.

![Fig. 1: Incorrect initialization of a variable used in a reduce call.](image-url)
B. Missing code for handling unknown number of MPI processes

Large-scale MPI programs are typically written such that they can be run with a varying number of MPI processes (a run-time decision) without giving errors. This requires handling the various scenarios of workload distribution amongst the available MPI processes, such as, the scenario in which the number of MPI processes available is greater than the amount of workload, or when the amount of workload is not evenly divisible by the number of MPI processes participating in the computation. The beginners working with us missed adding the logic for handling all such cases, and hence, during testing, some of the sample programs failed to produce the expected results. The code snippet in column B of Table III shows a simplified version of this error, and a fix for it is shown in the column C of Table III.

In the serial code snippet in the column A of Table III, the elements of array `arr` are assigned the values of the loop iteration counter. A snippet of the erroneous parallel version of this code is shown in the column B of Table III. This code produces correct results only when it is run with a certain number of MPI processes - the number should be a factor of 100, which is the number of iteration of the for-loop. If for example, this program is run with 3 MPI processes, the value of the range for each MPI process would be 33 due to integer division. This leads to the total number of elements that are assigned and gathered to be 99 instead of 100.

The code snippet of the corrected parallel version is shown in column C of Table III. The extra (last) iteration is assigned to the MPI process with the highest rank in the group. Notice that because not every MPI process performs the same number of iterations, the number of elements gathered from each processes would be different. Hence, instead of using MPI_Gather, we need to use the MPI_Gatherv call. In order to use MPI_Gatherv, we need to calculate the number of elements that should be gathered from each MPI process (`recvcounts`) and the displacement of these elements (`disppls`) from the beginning of the array in which the results are being gathered. The version of the program shown in column C of Table III is not the most efficient one with respect to load-balancing across all the MPI processes but it gives correct results and we use it for clarity and simplicity.

C. Incorrect distribution of non-contiguous data

It is not unusual for a serial program to access or update data in a non-contiguous manner. For example, in an array of 100 elements, the element at index number 20 of the array may be updated before the element at index number 10. Parallelizing such programs was challenging for the beginners working with us. Column A of Table III shows a code snippet in which the elements of the array `arr` are updated in a non-contiguous manner. The array elements are updated such that the even-index elements are assigned values before the odd-index elements. The erroneous parallel version of the code is shown in column B of Table III. In this code, the array elements are updated in the correct order by the different MPI processes, but they are not collected correctly using the MPI_Gather call. The first argument to the MPI_Gather call specifies the address of the buffer from which the data should be copied (in the code snippet in column B of Table III it is `arr[start]`) and the second argument specifies the number of continuous elements that should be copied from the buffer (in the code snippet in column B of Table III this argument is `range`). Figure 2 describes the error diagrammatically. This error leads to collecting wrong values in the result array named `rev` and, subsequently leads to incorrect output from the program.

The snippet of the correct parallel code for this example is shown in column C of Table III. There is a need for a mechanism to keep track of the updated array elements for each MPI process. In the code snippet in column C of Table III a temporary array named `sendbuff` is created for storing updated elements of the array, and the variable `counter` is used to track the total number of elements that are updated. With this approach, the data gathered using the MPI_Gather call is now correct. However, in order to achieve the desired arrangement of elements in the output array, a rearrangement of elements is necessary. For this example, since the correct computation pattern of the elements is known beforehand, a simple for-loop can be used to achieve such a rearrangement.

A more robust solution for this problem involves using the derived data types in MPI.

![Figure 2: Incorrect order of gathering non-contiguous data.](image-url)
TABLE III: Incorrect collection of non-contiguous data.
For clarity and simplicity, we assume that the parallel programs are run with 2 MPI processes.

<table>
<thead>
<tr>
<th>A: Serial Program</th>
<th>B: Parallel Program (with logical error)</th>
<th>C: Parallel Program (fixed)</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>int arr[100];</code></td>
<td><code>int arr[100];</code></td>
<td><code>int arr[100];</code></td>
</tr>
<tr>
<td><code>int range = 100/size;</code></td>
<td><code>int range = 100/size;</code></td>
<td><code>int range = 100/size;</code></td>
</tr>
<tr>
<td><code>for(int i=0;i&lt;100;i++)</code></td>
<td><code>for(int i=0;i&lt;range;i++)</code></td>
<td><code>for(int i=0;i&lt;range;i++)</code></td>
</tr>
<tr>
<td><code>if (i &lt; 50)</code></td>
<td><code>if (i &lt; 50)</code></td>
<td><code>if (i &lt; 50)</code></td>
</tr>
<tr>
<td><code>arr[(i-50)*2+1]=3;</code></td>
<td><code>arr[(i-50)*2+1]=3;</code></td>
<td><code>arr[(i-50)*2+1]=3;</code></td>
</tr>
<tr>
<td><code>}</code></td>
<td><code>}</code></td>
<td><code>}</code></td>
</tr>
<tr>
<td><code>}</code></td>
<td><code>}</code></td>
<td><code>}</code></td>
</tr>
</tbody>
</table>

D. Incorrect choice of collectives for handling data distribution

Uneven distribution of data happens when all the MPI processes in a group do not receive the same amount of data due to the logic of the program or the problem to be solved. This causes some MPI processes to execute more or fewer steps as compared to the other MPI processes. Column A of Table IV shows the code snippet of the serial version of a program, and column B shows the parallelized version having uneven distribution of data. In this example, two elements of an array are initialized in each iteration of the for-loop, except the last iteration, in which only one element is initialized. For simplicity and clarity, we assume that the parallel version is run with 5 MPI processes. Due to the code in the for-loop, the MPI process that executes the last iteration would have one less array element updated compared to other processes.

The beginners working with us used the MPI_Gather call in this case. This resulted in array `rev` having correct values for elements 0 to 99. However, due to the way the program is written, the MPI_Gather call may gather 100 elements in total in some cases instead of 99. Consequently, this type of error can result in memory leak, segmentation fault, or wrong output in the computations downstream. To fix this error, the programmers need to have a method to determine the exact number of array elements to be updated by each MPI process. For the example in Table IV, the computational workload (or the number of array elements to be updated) for each MPI process can be computed and stored in the `sendcount` variable. Because a different number of data elements are collected from different MPI processes, the correct MPI call to use instead of MPI_Gather here is MPI_Gatherv. Just like in the example shown in section B, `recvcounts` and `displs` are computed as well for passing as parameters to MPI_Gatherv.

TABLE IV: Incorrect choice of collectives for handling data distribution.
For clarity and simplicity, we assume that the parallel programs are run with 5 MPI processes.

<table>
<thead>
<tr>
<th>A: Serial Program</th>
<th>B: Parallel Program (with logical error)</th>
<th>C: Parallel Program (fixed)</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>int arr[99];</code></td>
<td><code>int arr[99];</code></td>
<td><code>int arr[99];</code></td>
</tr>
<tr>
<td><code>for(int i=0;i&lt;99;i++)</code></td>
<td><code>for(int i=0;i&lt;50;i++)</code></td>
<td><code>for(int i=0;i&lt;50;i++)</code></td>
</tr>
<tr>
<td><code>arr[(i-50)*2+1]=3;</code></td>
<td><code>arr[(i-50)*2+1]=3;</code></td>
<td><code>arr[(i-50)*2+1]=3;</code></td>
</tr>
<tr>
<td><code>}</code></td>
<td><code>}</code></td>
<td><code>}</code></td>
</tr>
<tr>
<td><code>}</code></td>
<td><code>}</code></td>
<td><code>}</code></td>
</tr>
</tbody>
</table>

E. Incorrect handling of break statements in for-loops

It is common to have break statements in the for-loops in serial programs. When programs with for-loops are parallelized using MPI, as a first step, the loops are checked for dependencies. When there are no dependencies in a loop, the loop iterations can be distributed across all the MPI processes in the group. The distribution of the iterations are done as evenly as possible to avoid any load imbalance, but at times, especially when the iterations are not evenly divisible across all the MPI processes, some processes in the group could be doing more work than the others (also covered in subsection D). One question that arises is: upon finding the for-loop exit condition in an iteration (i.e., upon finding a break statement), how can an MPI process alert the other MPI processes in the group about the exit statement before itself making a graceful exit from the loop? It is important that all the MPI processes exit the loop when an exit statement is found by one MPI process so that the result from the parallel implementation matches the result from the serial version of the program. One way to gracefully exit from a for-loop when a break statement is encountered is by using a broadcast (MPI_Bcast) or a reduce (MPI_Reduce/MPI_Allreduce) call in the loop. The MPI process that encounters the break statement can broadcast a variable to all the MPI processes to inform about the break statement that it has encountered - this is a collective call and should be visible to all the MPI processes in the group. All MPI processes can have a variable, for example `flag`, that is initialized to 0. When an MPI process finds the break statement it can increment this `flag` variable by 1 as an indicator that the break statement has been found. The beginners working with us invoked the MPI_Allreduce call with MPI_SUM operation to update all the MPI processes about the updated value of the `flag` and then used the updated value of the `flag` to exit from the for-loop (see the result variable in column B of Table IV). However, if the for-loop iterations are not evenly distributed across all the MPI
TABLE V: Incorrect handling of break statements in for-loops.

For clarity and simplicity, we assume that the parallel programs are run with 3 MPI processes.

<table>
<thead>
<tr>
<th>A: Serial Program</th>
<th>B: Parallel Program (with logical error)</th>
<th>C: Parallel Program</th>
</tr>
</thead>
<tbody>
<tr>
<td>For (int i=0;i&lt;20;i++)</td>
<td>if (i == 19) {break;}</td>
<td></td>
</tr>
</tbody>
</table>

processes, then it is possible that by the time an MPI process reaches the break statement, updates the value of the flag variable, and reaches the MPI_Allreduce call, the other MPI processes may have already completed their work and exited from the for-loop. Figure 3 illustrates this case with a diagram. Hence, a situation arises when one MPI process indefinitely continues to wait (or block) on the other MPI processes to complete the MPI_Allreduce call, and the program hangs. The code snippet depicting this scenario is shown in column B of Table V.

One way to avoid the situation that causes the code to hang, is to force all the MPI processes to wait at the MPI_Bcast or MPI_Allreduce call, and the code snippet for achieving this is shown in column C of Table V. Assume that we have shown the case of dividing 20 iterations of a for-loop across 3 MPI processes in this code snippet. The MPI process with rank 2 gets two extra iterations to work on. As soon as all the MPI processes have reached the last iteration of their share of for-loop iterations, or if the value of the loop variable i is 19 (the original break condition in the serial program shown in column A of Table V), then a flag variable is set to 1. All the MPI processes that set flag equal to 1 are then guaranteed to reach the MPI_Allreduce statement that is inside the if-condition (if (flag == 1)), and wait for each other to complete their work or send/receive a signal to break from the for-loop through the MPI_Allreduce call. Note that instead of MPI_MAX operation, we are using MPI_SUM operation in column C of Table V, and are breaking from the for-loop when the value of result is equal to the number of MPI processes participating in the group.

![Fig. 3: Incorrect handling of break statements in for-loops.](image)

TABLE VI: Incorrect selection of data sharing/storage attribute.

<table>
<thead>
<tr>
<th>A: Serial Program</th>
<th>B: Parallel Program (with logical error)</th>
<th>C: Parallel Program (fixed)</th>
</tr>
</thead>
<tbody>
<tr>
<td>int arr[5];</td>
<td>int arr[5];</td>
<td>int arr[5];</td>
</tr>
<tr>
<td>int sum=0;</td>
<td>int sum=0;</td>
<td>int sum=0;</td>
</tr>
<tr>
<td>for (int i=0;i&lt;10;i++)</td>
<td>for (int i=0;i&lt;10;i++)</td>
<td>for (int i=0;i&lt;10;i++)</td>
</tr>
<tr>
<td>arr[i]=i;</td>
<td>arr[i]=i;</td>
<td>arr[i]=i;</td>
</tr>
<tr>
<td>sum+=arr[i];</td>
<td>sum+=arr[i];</td>
<td>sum+=arr[i];</td>
</tr>
</tbody>
</table>

III. LOGICAL ERRORS IN OPENMP PROGRAMS

We have classified the logical errors that we observed in the OpenMP programs written by the beginners working with us into different categories. In this section, we present some of these categories and also include the sample code related to these errors.

A. Incorrect selection of data sharing/storage attributes

The beginners working with us made errors in correctly using the data sharing/storage attributes in OpenMP, such as, shared, and private and as mentioned in [14], this seems to be a common pitfall while writing OpenMP programs. At times, it may not be easy even for experienced programmers to select the correct data sharing/storage attributes. Table VI shows a serial code snippet and an OpenMP version of it in which a variable that should be added to the shared clause is erroneously added to the shared clause. In the serial program (code snippet shown in column A of Table VI), each iteration of the outer-loop updates the array arr and then uses it to compute the value of the variable sum. Often, in OpenMP code, arrays are listed under shared clause and the same is done in the erroneous parallel program (code snippet in column B). However, in this case, including arr in the shared clause results in nondeterministic output.

The error occurs because during each iteration of the parallelized loop (outer-loop), the whole array arr is updated, which leads to data-race condition between OpenMP threads. In this case, since all the elements of the array named arr are updated in each iteration and each change is independent, array arr needs to be added to private clause so that each thread can safely update arr value without interfering with other threads.

B. Incorrect use of critical and atomic sections

Even though it would be ideal if the code inside a parallel section does not have any loop or data dependencies, sometimes, executing certain lines of code in a serial manner may be necessary. However, deciding on how many lines of code to run serially can be tricky. The beginners working with us either ran too many statements in a parallel region serially or too few. Serially running too many lines of code in a parallel section slows down the program and not running enough number of lines in serial in some cases can lead to wrong output. The literature review shows that this is a common OpenMP error [14]. Table VII shows an example of this type of error.
TABLE VII: Incorrect use of critical or atomic section.

<table>
<thead>
<tr>
<th>A: Serial Program</th>
<th>B: Parallel Program (with logical error)</th>
<th>C: Parallel Program (fixed)</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>int arr[10];</code></td>
<td><code>int arr[10];</code></td>
<td><code>int arr[10];</code></td>
</tr>
<tr>
<td><code>for(int i=0;i&lt;100;i++)</code></td>
<td><code>for(int i=0;i&lt;100;i++)</code></td>
<td><code>for(int i=0;i&lt;100;i++)</code></td>
</tr>
<tr>
<td><code>arr[i] = 1;</code></td>
<td><code>arr[i] = 1;</code></td>
<td><code>arr[i] = 1;</code></td>
</tr>
<tr>
<td><code>#pragma omp critical for (int j=0;j&lt;100;j++) {</code></td>
<td><code>#pragma omp parallel for shared(arr) for (int j=0;j&lt;100;j++) {</code></td>
<td><code>#pragma omp parallel for shared(arr) for (int j=0;j&lt;100;j++) {</code></td>
</tr>
<tr>
<td><code>arr[j]=sum;</code></td>
<td><code>arr[j]=sum;</code></td>
<td><code>arr[j]=sum;</code></td>
</tr>
</tbody>
</table>

The output of this OpenMP program would be undefined due to running lesser than the required number of lines serially.

In the serial nested for-loops shown in the code snippet in column A of Table VII, the inner for-loop is used to update the value of the elements in array arr. Notice that the entire array is updated in each iteration of the outer-loop - the loop that is parallelized. The erroneous OpenMP version of this code is shown in column B of Table VII. Here, the array arr is specified in the shared clause. Unlike the example shown in section A, specifying the array arr in the shared clause for this example is correct. This is because each thread only partially updates the array in their share of iterations, and all the threads should have access to the entire array. The error in this example is linked to not running certain lines of code in serial, and hence, multiple threads are able to update the same elements of arr at the same time, thereby, leading to a data-race condition.

The correct version of the OpenMP code for this example is shown in column C of Table VII. As can be noticed from this code snippet, the lines of code for updating the array arr are wrapped in an OpenMP critical block. This critical block allows only one OpenMP thread at a time to update the wrapped code. By doing so, it resolves the data-race error caused by accessing the same array elements simultaneously from multiple threads.

C. Incorrect specification of storage attributes for the variables used in both serial and parallel regions

The code in column B of Table VIII shows a simple case of incorrect handling of data across serial and parallel regions, causing the program to give wrong answer. In all the three programs - shown in columns A, B, and C - the initial value of the index i of the for-loop is random between 0 and 1. In order to execute correctly, the parallel program needs to have the value of i that is initialized outside the parallel region to also be available inside the parallel region. However, in the erroneous version of the parallel code snippet shown in column B of Table VIII, i is added to the private clause. Hence, the value of i after entering the loop is nondeterministic and can cause different kinds of errors including wrong output, slow termination, etc. The error in this example can be easily fixed by switching i from private clause to firstprivate clause.

TABLE VIII: Incorrect specification of storage attributes for the variables used in serial and then parallel region.

<table>
<thead>
<tr>
<th>A: Serial Program</th>
<th>B: Parallel Program (with logical error)</th>
<th>C: Parallel Program (fixed)</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>int sum = 0;</code></td>
<td><code>int sum = 0;</code></td>
<td><code>int sum = 0;</code></td>
</tr>
<tr>
<td><code>for (int i=0;i&lt;10;i++) {</code></td>
<td><code>#pragma omp parallel for firstprivate(i) reduction(+:sum) for (int i=0;i&lt;10;i++) {</code></td>
<td><code>#pragma omp parallel for firstprivate(i) reduction(+:sum) for (int i=0;i&lt;10;i++) {</code></td>
</tr>
<tr>
<td><code>int sum +=1;</code></td>
<td><code>int sum +=1;</code></td>
<td><code>int sum +=1;</code></td>
</tr>
<tr>
<td><code>int i = rand();</code></td>
<td><code>int i = rand();</code></td>
<td><code>int i = rand();</code></td>
</tr>
</tbody>
</table>

Table IX shows another case of updating a variable in both serial and parallel regions of the code. In this example, the loop index i is used after the for-loop. Due to this setup, adding i to firstprivate or private would not be correct since the value of i after the loop is nondeterministic. Therefore, in order to resolve this, i needs to be added to lastprivate clause.

Note that computational overheads are involved in using firstprivate or lastprivate. Therefore, developers need to understand and use them only when needed.

IV. LOGICAL ERRORS IN CUDA PROGRAMS

Finding logical errors in CUDA programs can be difficult for beginners especially when they are still adjusting to the concepts of CUDA kernels, explicit memory management, memory hierarchies, and data transfer between the host and the GPU. In this section, we describe couple of logical errors that we noticed in the CUDA programs that were written by the beginners working with us.

A. Incorrect initializing of the arrays inside the kernel

While converting nested for-loops (see column A of Table X) into a CUDA kernel, it may be required to allocate arrays on the GPU’s global memory using a function like cudaMalloc and initialize them. The snippet of the CUDA kernel shown in column B of Table X was written by a beginner. In this code snippet, the array named dNpairs is initialized to 0 in the kernel. The way this code is written, all the threads in the grid will execute the lines of code in which the array dNpairs is initialized to 0. These threads may not be working exactly simultaneously. Hence, by the time a thread initializes the array elements to 0 and finishes updating them further, another thread could still be at the initialization step and thus resetting the values of the array elements to 0. This scenario is likely to produce incorrect results. One way to fix
this code is to have only one thread initialize the entire array -
the fixed code is shown in column C of Table[X]. Another way
to fix this error is to move the initialization step to the function
from where the kernel is invoked. As yet another way, each
thread could be made to update only selected elements of the
given arrays.

B. Incorrect use of __syncthreads

In the sample code, shown in column A of Table[X], an
array of N elements is being updated in a nested for-loop. To split
the process of updating this array across multiple
GPU threads by flattening the outer for-loop, a global array
was constructed. The number of elements in this global array
was equal to (N*number of threads). Each thread updated
its set of N elements. After the threads had finished updating
the elements in their share of array, an element-wise
reduction of the array across the grid was needed to get
the final result. The value of the elements in the resulting
array would be equal to the sum total of the values of the
corresponding elements in the copies of the array that were
local to each thread in the grid. The beginners working
with us called __syncthreads() in a CUDA kernel just
before performing the element-wise reduction of the array.
They hoped that calling __syncthreads() would help in
synchronizing the threads across the grid. However, calling
__syncthreads() in the kernel only ensures that all warps
in a thread block have synchronized - in other words, it
ensures that all the threads in a block have reached a barrier.
Since calling __syncthreads() does not force inter-block
synchronization of the threads, the code produced incorrect
results for the element-wise reduction of the array. Figure 4
shows a diagram for this error.

To reliably synchronize all the threads in a grid before doing
the element-wise reduction of an array, one can exit from the
kernel in which the elements of the array are being computed,
and immediately call another kernel in which the element-
wise reduction can be done. The code snippet in column
C of Table[X] shows this method and will guarantee the
synchronization of the threads after exiting kernel0.

V. RELATED WORK

To the best of our knowledge, there is no publicly accessible
repository containing sample parallel programs showing some
of the common logical errors. However, there are multiple
research projects that have explored the topic of HPC code
correctness. These studies can be characterized into three
areas:

A. Studies on bugs in parallel programming

There are various studies about bugs in parallel and concurren
t programs due to the need for reliable HPC software. Many
aspects of the bugs have been explored, such as, bug characteris-
tics [13], commonly seen patterns of bugs [14], impact of
the bugs [16] [17], and the errors in parallel programs that
get exposed when run at scale [18]. Unfortunately, not much
work has been done in creating an organized and characterized
database for bugs in parallel and concurrent programs. The
work presented in this paper is our preliminary step towards
building such a database.
B. Debugging and verification of parallel programs

Debugging parallel programs can be difficult. There is a large body of literature in this area that can be useful for understanding the challenges in the process of verification and validation of parallel programs. For debugging MPI programs, many methods have been proposed, such as, checking runtime information \[19\] \[20\] \[21\] \[22\], verification of correctness based on MPI scheduling \[23\], or based on the combination of symbolic execution and model checking \[24\]. Chen et al. have built FlowChecker \[25\] to detect the bugs inside MPI libraries instead of bugs in user programs. However, these studies focus mostly on communication errors (e.g., deadlocks) or API/resource misuse (e.g., mismatch in the send and receive data types). Our focus is on developing content that can educate the developers on the topic of logical errors in parallel programs, and provide better understanding about these errors.

There is a large body of work in the area of debugging OpenMP programs too, and some tools have also been developed to debug OpenMP programs, such as those mentioned in \[26\] and \[8\]. Techniques such as online-offline model \[27\] have also been suggested. In addition, some studies have focused on special bugs such as data-race conditions \[28\] \[29\]. However, the use of these methods or tools requires additional resources (e.g., computation-time and memory) and these methods do not provide explanations for the occurrences of the bugs. Our work complements these studies as it provides complete code of the actual test cases showing errors, and presents a discussion on those errors so that it can benefit the community in developing new techniques and models for checking the logical correctness of OpenMP programs.

Similarly, many research efforts focusing on debugging and verifying CUDA programs have been undertaken. For general debugging, the most notable tool is CUDA-GDB \[30\] developed by Nvidia. Techniques to dynamically detect data-race condition and share memory bank conflict errors have been developed by Boyer et al. \[31\]. In addition to this, multiple verification tools and techniques are also proposed such as GPUVerify, a verification tool based on operational semantics developed by Betts et al. \[32\]. Leung et al. have worked on verifying GPU kernels via test amplification \[33\]. However, there is still a lack of resources and materials for developers, especially beginners to help them understand the incorrect CUDA code. Our work aims to improve this issue by providing examples of common errors in CUDA programs, their explanations, and how to avoid them.

C. Parallel programming frameworks and automation

Another related area comprises of high-level frameworks and tools for developing parallel programs. Suzaku \[34\], a pattern-based framework for MPI programming has been developed by Wilkinson and Ferner. A semi-automatic parallel code transformation tool named IPT \[35\] and semi-automatic checkpointing tool named ITALC \[36\] have been developed by Arora et al. Algorithms for automatic OpenMP "for-loop" parallelization have also been proposed by different groups \[37\] \[38\]. The work presented in this paper is complementary to these efforts as it can be used as a guideline to improve these high-level frameworks and tools such that they can avoid generating parallel code with the aforementioned logical errors.

VI. Future Work

We plan to incorporate the knowledge on the patterns of logical errors in our high-level parallelization tool named IPT \[35\] - so that at the time of generating parallel code using IPT, we can ensure its logical correctness too.

We have set-up online quizzes on the topic of parallel program correctness \[15\]. These quizzes are timed and present code snippets with logical errors. They are designed to help us in collecting data on the difficulty level of the logical errors - that is, how difficult is it to spot the errors. We have started using these quizzes in our parallel programming training and are hopeful of collecting enough data-points for doing meaningful analyses and evaluations on the productivity of the parallel programmers over a period of a year.

The software engineering community has already developed tools and techniques for the verification of serial programs. We plan to explore these tools and techniques, and find the relevant ones that can be adapted for supporting the verification of parallel programs.

VII. Conclusions

In this paper, we have presented an overview of some of the logical errors seen in MPI, OpenMP, and CUDA programs written by the beginners. We believe that the awareness about such errors can help the beginners in detecting and fixing similar errors in their real-world applications. We have provided the code samples discussed in this paper in a Github repository so that the others in the community can take advantage of our work in their education and training efforts. In doing so, we also ensure that the work presented in this paper is reproducible.
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